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a b s t r a c t

Two fine-scale meteorological processes, fair-weather cumulus cloud development and a bay breeze, are
examined along with their impacts on air chemistry. The impact of model resolution on fair-weather
cumulus cloud development, transport of pollutants through clouds, sulfur dioxide to sulfate conver-
sion in clouds, and the development of the Chesapeake Bay breeze are examined via 13.5, 4.5, 1.5, and
0.5 km resolution simulations covering the Washington e Baltimore area. Results show that as the
resolution increases, more pollutants are transported aloft through fair-weather cumulus clouds causing
an increase in the rate of oxidation of sulfur dioxide to sulfate aerosols. The high resolution model runs
more nearly match observations of a local pollutant maximum near the top of the boundary layer and
produce an increase in boundary layer venting with subsequent pollutant export. The sensitivity of sulfur
dioxide to sulfate conversion rates to cloud processing is examined by comparing sulfur dioxide and
sulfate concentrations from simulations that use two different methods to diagnose clouds. For this
particular event, a diagnostic method produces the most clouds and the most realistic cloud cover, has
the highest oxidation rates, and generates sulfur dioxide and sulfate concentrations that agree best with
observations. The differences between the simulations show the importance of accurately simulating
clouds in sulfate simulations. The fidelity of the model’s representation of the bay breeze is examined as
a function of resolution. As the model resolution increases, a larger temperature gradient develops along
the shoreline of the Chesapeake Bay causing the bay breeze to form sooner, push farther inland, and loft
more pollutants upward. This stronger bay breeze results in low-level convergence, a buildup of near
surface ozone over land and a decrease in the land-to-sea flux of ozone and ozone precursors as seen in
measurements. The resulting 8 h maximum ozone concentration over the Bay is 10 ppbv lower in the
0.5 km simulation than in the 13.5 km simulation.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Ozone and aerosols have health and climate implications.
Ground-level ozone may cause permanent lung damage (Mudway
and Kelly, 2000) and ground-level aerosols may produce heart and
lung disease (Docker et al., 1993; Samet et al., 2000), and both
tropospheric ozone and aerosols impact the radiative budget
(Shine, 2000). The production of secondary pollutants, such as
ozone and sulfate aerosols, depends on emissions, meteorological
conditions, and the chemical composition of the atmosphere.
Numerical Weather Prediction (NWP) and chemical models along
: þ1 301 314 9482.
ughner).
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with observations have been used to investigate how pollutants
evolve in the atmosphere, to forecast air quality and climate
impacts of pollutants, and to help evaluate air pollution and climate
change mitigation plans.

Fine scale weather structures, such as fair-weather cumulus
clouds and a sea breeze, influence air chemistry. Clouds play an
important role in the sulfur cycle. While gas phase sulfur dioxide
oxidation rates are slow, sulfur dioxide can be oxidized rapidly
through heterogeneous reactions in clouds when ozone is present
and the pH is greater than 5 or when hydrogen peroxide is present
over all pH values (Daum, 1990; Finlayson-Pitts and Pitts, 2000;
Jacob et al., 1989). For example, Eatough et al. (1984) studied the
conversion of sulfur dioxide to sulfate aerosols in a power plant
plume near the Pacific Ocean coast and found that on average
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Fig. 1. Location of modeling domains 1, 2, 3, and 4, which have horizontal resolutions
of 13.5, 4.5, 1.5, and 0.5 km, respectively.
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24e36% of the sulfur dioxide was oxidized in 1 h in the presence of
fog, but only 2e4% of the sulfur dioxide was oxidized when the
plume was not located in a cloud. The pH of rainwater reported by
the National Atmospheric Deposition Program/National Trends
Network in the Mid-Atlantic is around 4.5, so the quickest path of
sulfur dioxide to sulfate conversion in the region is in the presence
of liquid water and hydrogen peroxide.

Many atmospheric chemistry models have a high bias in sulfur
dioxide and a low bias in cloud cover compared with observations.
Hains (2007) found that sulfur dioxide column content has a 55%
high bias in the Environmental Protection Agency’s (EPA) Commu-
nity Multiscale Air Quality (CMAQ) model when run at a 12 km
horizontal resolution and a 50% high bias in the Georgia Tech/God-
dard Global Ozone Chemistry Aerosol Radiation and Transport
(GOCART) model when run at a 2� latitude by 2.5� longitude
resolution. Hains (2007) suggested that the high biases are due to an
underestimation of sulfate conversion in clouds.Mueller et al. (2006)
noted that CMAQ has a low cloud bias and high sulfur dioxide bias
and used two alternative cloud parameterizations to improve
the simulation. In their study the alternative parameterizations
improved the frequency of clear sky and overcast sky conditions but
still underestimated the frequency of partly cloudy sky conditions.
Sulfur dioxide and sulfate biases decreased with the alternative
parameterizations as additional clouds increased the rate at which
sulfur dioxide was converted to sulfate. A high bias of total sulfur in
the planetary boundary layer (PBL) remained and Mueller et al.
(2006) stated that CMAQ might underestimate the removal of
pollutants from the PBL by convective venting. Increasing convective
venting causes pollutants to have longer lifetimes and be trans-
ported greater distances exacerbating air pollution downwind.
Previous studies showed air quality models underestimating inter-
state transport of pollutants (e.g., Gilliland et al. (2008) and
Godowitch et al. (2010) using CMAQ and Hogrefe et al. (2000) using
the Urban Airshed Model, Variable-Grid Version (UAM-V)).

On the other hand, Lee et al. (2011) showed that GEOS-CHEM,
a global chemistry model, reproduced the column content of SO2
measured by aircraft or satellite instruments implying that the
short lifetime was captured. Yu et al. (2007) has shown that CMAQ
simulations at 12 km horizontal resolution have good agreement
with SO2 aircraft observations in Ohio River Valley power plant
plumes at w1000, but have a high bias below 700 m in the New
York City and Boston urban plumes. Yu et al. (2007) suggested that
this could be attributed to an overestimation of emissions from the
New York City and Boston areas. It has also been shown that CMAQ
simulations at 12 km horizontal resolution have a high SO2 bias
compared with ship observations off the coast of New England
when the airflow is from the west and southwest (Yu et al., 2010).
This high bias could be due to an overestimation of emissions in the
Washington, DC, New York City, and Boston metropolitan areas
(Yu et al., 2010) or a too slow removal rate in the model could
produce the same bias.

Previous studies have shown that a sea breeze circulation can
exacerbate air pollution levels. Evtyugina et al. (2006) showed that
along the Portuguese west coast ozone levels are elevated when
a sea breeze is present. Boucouvala and Bornstein (2003) found that
peak ozone concentrations in southern California on high ozone
days occur at the farthest inland location of a sea breeze’s conver-
gence zone. In Houston, high ozone episodes beginwhen the large-
scale flow is offshore (Banta et al., 2005; Darby, 2005). As the bay
breeze begins to develop stagnant conditions ensue allowing ozone
and ozone precursors to accumulate before being advected further
onshore as the bay breeze increases in intensity later in the after-
noon (Banta et al., 2005; Darby, 2005).

With rapid increases in computing power in recent years, there
have been a growing number of higher-resolution model
simulations. The importance of increasing resolution in producing
better-defined and more realistic mesoscale structures has been
long recognized in the NWP community, since the horizontal
resolution in operational models has been reduced from 300 to
400 km in middle 1950’s to a few km today. In particular, many
studies have shown benefits of using high-resolution NWP models
to resolve frontal structures, orographical flows, and vertical
circulations induced by surface inhomogeneities (see Mass et al.,
2002 for review). Mass et al. (2002) explained that while it is
difficult to prove that high-resolution simulations are more accu-
rate due to the sparseness of observational sites, high-resolution
simulations appear to produce more realistic weather structures.

High-resolution CMAQ modeling is also desirable for under-
standing the transport of air pollutants. Cohan et al. (2006) found
that while air quality modeling at a horizontal resolution of 12 km
is sufficient to determine regional-scale features of ozone changes
to emissions reductions, finer resolution is necessary to capture
localized variability. Jimenez et al. (2006) determined that a 2 km
CMAQ simulation better simulates ozone concentrations in the
presence of a sea breeze than 4 and 8 km simulations. Weijers et al.
(2004) found evidence that the spatial scale of aerosol variability is
below 1 km in urban areas. Sokhi et al. (2006) showed that CMAQ
run at a horizontal resolution of 1 km reproduces temporal fluc-
tuations in ozone well, but like coarse model simulations under-
predicts daily maximum ozone and overpredicts nighttime ozone
concentrations. Nevertheless, few numerical studies have been
performed to examine the variability of air chemistry interacting
with fair-weather cumulus clouds and sea-breeze circulations with
horizontal resolutions below 1 km.

In the present study, we attempt to examine the above issues
with state-of-the-art NWP and air quality models by pushing the
horizontal resolution down to 0.5 km. The objectives of this study
are to a) investigate how model resolution impacts the develop-
ment of fair-weather cumulus clouds, the transport of pollutants
through clouds, and sulfur dioxide to sulfate aerosol conversion in
clouds in the model; and b) examine the effects of varying hori-
zontal resolution on the development of the Chesapeake Bay breeze
and the associated advection of air pollutants. These objectives are
achieved by performing simulations with the Weather Research
and Forecasting (WRF) model (Skamarock et al., 2008) coupled
with the Urban Canopy model (UCM, Kusaka et al., 2001) and
simulations with the CMAQ model (Byun and Schere, 2006)
covering the Washington-Baltimore metropolitan areas from 1200
UTC 7 July to 1200 UTC 10 July 2007. This time period covers
a period of fair-weather cumulus clouds (afternoon of 7 July), and
one of the worst air pollution events of the decade (9 July) inwhich
8 h maximum ozone concentrations reached 114 ppbv downwind



Fig. 2. GOES Visible satellite image at 2000 UTC 7 July 2007. White regions show
locations of fair-weather cumulus clouds in the region. The white lines depict state
borders and coastlines.
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of Baltimore, MD near the Chesapeake Bay coastline in Edgewood,
MD. Yegorova et al. (in press) analyzed this same air pollution event
using the WRF model with online chemistry (WRF/chem) at 12 km
resolution and observations. The air pollution event beganwith the
passage of a cold front on 6 July 2007. Subsequently, an anticyclone
developed and approached the Mid-Atlantic from the southeast
and brought sunny, stagnant conditions to the region.

2. Model description

In this study, we use the Environmental Protection Agency’s
(EPA) Community Multiscale Air Quality (CMAQ) model, which is
fed off-line by output from the Advanced Research WRF (WRF-
ARW) model via the Meteorology-Chemistry Interface Processor
(MCIP) (Otte and Pleim, 2010), to achieve the above-mentioned
objectives.
Fig. 3. Cloud average liquid water content (g/m3) used in CMAQ’s aqueous chemistry schem
0.5 km MCIP clouds case at 2000 UTC 7 July 2007. The white lines depict state borders and
2.1. Meteorological model and post processing

The WRF model is coupled with the Noah land surface model
and the single layer Urban Canopy Model (UCM). The Noah scheme
produces soil moisture, soil temperature, skin temperature, canopy
water content, and the energy flux and water flux terms in the
surface energy balance and surface water balance (Chen and
Dudhia, 2001). The UCM improves the parameterization of phys-
ical processes involved in the exchange of heat, momentum, and
water vapor in urban environments by including shadowing from
buildings, reflection of short and longwave radiation, wind profile
information in the canopy layer and a multi-layer heat transfer
equation for roof, wall and road surfaces (Kusaka and Kimura,
2004). Other physics options that are used include a double-
moment six-class microphysics scheme that calculates water
vapor, cloud water, rain, cloud ice, snow, and graupel mixing ratio
(Lim and Hong, 2010), the MelloreYamadaeJanjic (MYJ) boundary
layer parameterization (Janjic, 1994), and the Grell three-
dimensional (3D) ensemble cumulus scheme, which expands on
the GrelleDevenyi scheme (Grell and Devenyi, 2002) to allow
subsidence in neighboring grid cells (Skamarock et al., 2008). The
Grell 3D scheme is only used in the outermost domain.

Zhang et al. (2009) and Shou and Zhang (2010) used WRF-UCM
simulations to show that upstream landuse can exacerbate the
urban heat island (UHI) effect. We use theWRF-UCMwith the same
domain along with CMAQ to investigate the impact of model
resolution on sulfur dioxide oxidation in fair-weather cumulus
clouds, the Chesapeake Bay breeze, the dispersion of pollutants,
and ozone formation. The model is run at 13.5, 4.5, 1.5, and 0.5 km
horizontal resolution from 1200 UTC 7 July to 1200 UTC 10 July
2007 with dimensions of 181 � 151, 244 � 196, 280 � 247, and
349� 349 grid cells, respectively (see Fig.1 for themodel domains).
All of the domains use 30 layers in the vertical with 20 layers in the
lowest 2 km. The NCEP Final Reanalysis is used for the model initial
e for the a) 13.5 km base case, b) 13.5 km MCIP clouds case, c) 0.5 km base case, and d)
coastlines. The high resolution MCIP clouds most nearly resemble observations (Fig. 2).



Fig. 4. Relative humidity (%) for the 0.5 km horizontal resolution simulation at 2000
UTC 7 July 2007 at a) 750 hPa and b) 800 hPa.
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and outermost lateral boundary conditions. In the present study,
Version 3.1.1 of theWRFmodel is used instead of Version 2.2.1, used
by Zhang et al. (2009) and Shou and Zhang (2010). In addition, in
order to examine the impact of varying model resolutions on the
simulated air chemistry, one-way feedback is used instead of two-
way feedback between the domains. Two-way feedback involves
information being exchanged bi-directionally between the finer
and coarser grids, whereas one-way feedback only involves infor-
mation exchange from the coarse grid to the finer grid (Zhang et al.,
1986).

A mass conservation problem was identified in the 0.5 km
resolution domain of theWRF-UCM and CMAQ simulations. A mass
balance analysis from a CMAQ simulationwith chemistry turned off
revealed a change inmass of chemical species that was inconsistent
with model calculated sources, sinks, and fluxes. After analysis of
the WRF-UCM output, we determined that the mass non-
conservation was caused by waves reflecting off the top of the
model domain. Fortunately, WRF-UCM includes damping options
to minimize unrealistic reflections at the top of the model. WRF-
UCM was re-run with gravity wave damping (Klemp et al., 2008)
and vertical velocity damping (Skamarock et al., 2008) with
respective damping coefficients of 0.2 and 0.3. These changes
minimize unrealistic reflections at the top of the modeling domain
and loss in mass.

Version 3.4 of MCIP was used to ingest the WRF-UCM outputs
and create input files for processing emissions data and running air
chemistry simulations. This step requires modifying MCIP to write
out the percentage of each WRF-UCM grid cell that is urban. Urban
fraction is used in CMAQ to calculate vertical diffusion. This model
update is available beginning in Version 3.5_beta of MCIP.

2.2. Emissions

Emissions input files are createdwith the SparseMatrix Operator
Kernel Emissions (SMOKE) modeling system (Houyoux and
Vukovich, 1999). Because a 2007 emissions inventory is not yet
available, projected annual 2009 emissions from U.S. Regional
Planning Organizations (RPOs) are processed with SMOKE to create
hourly emissions input files for CMAQ. The annual 2009 projected
emissions from the U.S. RPOs were grown from annual 2002 emis-
sions and include estimated emissions changes due to growth and
emissions controls that were expected to be implemented by 2009.

Area source emissions input to SMOKE are annual, countywide
emissions, and are temporally and horizontally spatially distributed
with SMOKE to create hourly gridded CMAQ emissions input files.
Annual emissions are distributed based on the time of day, day of
the week, and season based on temporal emissions distributions
provided by the U.S. RPOs. Countywide area emissions are hori-
zontally distributed based on gridded highly detailed landuse
patterns from a spatial surrogate file. These landuse patterns are
obtained from shapefiles that describe landuse from the 2000
census, National Land Cover Characteristics Data, and other spatial
sources available from EPA’s Emissions Modeling Clearinghouse.
The shapefiles are input into the Multimedia Integrated Modeling
System (MIMS) Spatial Allocator (Eyth and Brunk, 2005) to create
a spatial surrogate file.

Point source emissions data are annual emissions for a specific
location, and are temporally and spatially distributed in the vertical
with SMOKE. Similar to the area emissions, the point source
emissions are distributed based on temporal emissions distribu-
tions provided by the U.S. RPOs, except for power point sources,
which are temporally distributed based on continuous emissions
monitoring (CEM) observations. Also, point sources are vertically
distributed based on temperature and velocity of the emissions,
stack height, and meteorological conditions.
Mobile and biogenic emissions are also processed to create
CMAQ emissions input files. Mobile emissions are created with
MOBILE6 (U.S. Environmental Protection Agency, 2003) and
biogenic emissions are processed with the Biogenic Emissions
Inventory System (BEIS) Version 3.12 based on meteorology and
landuse (Vukovich and Pierce, 2002). MOBILE6 and BEIS are
coupled with SMOKE.
2.3. Air quality model description

The EPA’s CMAQ model Version 4.6 (Byun and Schere, 2006) is
used to investigate the role of fair-weather cumulus clouds in the
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Fig. 5. Time-series of model cloud fraction for the a) base case and b) MCIP clouds case and average cloud liquid water content (g/m3) for the c) base case and d) MCIP clouds case
for the 13.5, 4.5, 1.5, and 0.5 km horizontal resolution simulations averaged over the 0.5 km domain from 1200 UTC 7 July to 1200 UTC 10 July 2007.
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conversion of sulfur dioxide to sulfate aerosols and how the bay
breeze influences the dispersion of pollutants and the formation of
ozone. Here the model is run with the following user options: (1)
a density based mass-conserving Piecewise Parabolic Method
advection scheme (Colella and Woodward, 1984); (2) the Carbon
Bond-05 gas-phase chemical mechanism (Yarwood et al., 2005); (3)
the Asymmetric Convective Model Version 2 (Pleim, 2007) for
vertical diffusion; and (4) a cloud module that uses the Regional
Acid Deposition Model (Chang et al., 1987) to calculate the aqueous
phase chemistry and the Asymmetric Convective Model (Pleim and
Chang, 1992) to compute convective mixing. CMAQ is run with the
same vertical resolution as the WRF-UCM simulations. Chemical
initial and boundary conditions come from a Model for Ozone and
Related chemical Tracers, Version 4 (MOZART-4) simulation
(Emmons et al., 2010). Also, the 13.5 km resolution domain simu-
lation begins 2 weeks prior to 1200 UTC 7 July 2007 to spin up the
chemistry of the atmosphere for the species unavailable from
global model output files used for chemical initial conditions.

Several model improvements are made to CMAQ based on
Castellanos (2009), Castellanos et al. (in press), and Odman and Hu
Table 1
10th percentile, median, and 90th percentile 24 h average sulfur dioxide (ppbv) and
sulfate (mg/m3) concentrations at Beltsville, MD from 1200 UTC 7 July to 1200 UTC 8
July. Values reflect variability in space for a 1640.25 km2 region surrounding the
measurement site and are shown as a function of resolution and for the base and
MCIP clouds simulations. The observed 24 h average SO2 concentration at Beltsville,
MD was 2.01 ppbv.

Base SO2

(ppbv)
MCIP clouds
SO2 (ppbv)

Base SO4

(mg/m3)
MCIP clouds
SO4 (mg/m3)

13.5 km 3.32, 3.85, 7.96 3.16, 3.69, 7.77 4.73, 5.62, 6.22 5.70, 6.17, 7.16
4.5 km 2.66, 3.40, 4.27 2.62, 3.35 4.19 4.05, 5.29, 5.99 4.60, 4.60, 6.20
1.5 km 2.60, 4.16, 5.30 2.55, 4.06, 5.21 4.12, 5.36, 5.86 4.57, 5.95, 6.39
0.5 km 3.17, 3.97, 4.63 2.95, 3.72, 4.36 4.59, 5.49, 5.94 5.59, 6.58, 7.12
(2009). The non-urban minimum eddy diffusion coefficient used in
CMAQ is reduced from 0.5 to 0.1 m2 s�1 to be consistent with
micrometeorological observations and to improve model results
(Castellanos, 2009; Castellanos et al., in press). Also, the CO dry
deposition velocity is reduced from 0.001 to 0.0 m2 s�1, turning
off CO dry deposition, which agrees better with observations
(Castellanos, 2009). Bug fixes to the advection and horizontal
diffusion schemes are implemented following Odman and Hu
(2009). Finally, the CMAQ code is modified to output the flux of
each species due to horizontal advection to adjacent grid cells.

CMAQ uses cloud properties to calculate photolysis rates and
aqueous chemistry reactions. However, the representation of these
cloud properties differs between the photolysis and aqueous
chemistry schemes (Byun and Schere, 2006; Otte and Pleim, 2010).
The cloud properties used in CMAQ’s aqueous chemistry scheme
consist of three-dimensional cloud water, rain, cloud ice, snow, and
graupel mixing ratio from explicit clouds calculated in the WRF-
UCM (Byun and Schere, 2006). When the horizontal resolution is
coarser than 8 km, CMAQ adds parameterized clouds calculated in
CMAQ’s cloud module to the explicit clouds (Byun and Schere,
Table 2
10th percentile, median, and 90th percentile 24 h average sulfur dioxide (ppbv) and
sulfate (mg/m3) concentrations at Essex, MD from 1200 UTC 7 July to 1200 UTC 8 July.
Values reflect variability in space for a 1640.25 km2 region surrounding the
measurement site and are shown as a function of resolution and for the base and
MCIP clouds simulations. The observed 24 h average SO2 concentration at Essex, MD
was 2.45 ppbv.

Base SO2

(ppbv)
MCIP clouds
SO2 (ppbv)

Base SO4

(mg/m3)
MCIP clouds
SO4 (mg/m3)

13.5 km 4.02, 4.91, 6.48 3.85, 4.80, 6.33 4.94, 5.85, 6.14 5.84, 6.42, 6.94
4.5 km 4.00, 7.32, 10.64 3.88, 7.18, 10.52 5.06, 6.56, 7.75 5.75, 7.23, 8.33
1.5 km 3.53, 5.53, 12.94 3.38, 5.36, 12.83 5.06, 6.56, 7.75 5.72, 6.45, 8.34
0.5 km 3.63, 4.99, 13.58 3.40, 4.78, 13.44 4.99, 5.69, 7.51 6.11, 6.75, 8.36
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2006). The cloud properties used in CMAQ’s photolysis scheme are
two dimensional and consist of cloud top, cloud base, cloud frac-
tion, and the total cloud water content averaged between the cloud
top and cloud base (Otte and Pleim, 2010). These variables are
diagnosed in MCIP using an algorithm based on a relative humidity
(RH) threshold as described by Byun et al. (1999).

Differences in the representation of cloud properties between
the photolysis and aqueous chemistry schemes are analyzed and
simulations using the photolysis clouds in the aqueous chemistry
scheme, hereafter referred to as MCIP clouds simulations, are per-
formed to determine the sensitivity of sulfur dioxide and sulfate
concentrations to the representation of cloud properties in the
WRF-MCIP-CMAQ system. In order to perform the MCIP clouds
simulations, MCIP is modified so that the input fields of the aqueous
chemistry scheme use the same cloud properties as the photolysis
cloud properties. Three-dimensional cloud fraction and total cloud
water content are calculated in the same way as the photolysis
scheme’s two-dimensional cloud fraction and total water content
but are not averaged in the vertical between the cloud base and
cloud top. Total cloud water is then multiplied by the cloud fraction
to obtain a new total cloud water content for use in CMAQ’s
aqueous chemistry scheme in the MCIP clouds simulations. The
MCIP clouds simulations use the same graupel, ice, snow, and rain
content as the base case, i.e., from the WRF model output. The
graupel, ice, snow, and rain content are then subtracted from the
new total cloud water content variable to obtain cloud liquid water
content that is used in CMAQ. The 13.5 km MCIP clouds simulation
is runwith CMAQ calculated parameterized clouds turned off in the
aqueous chemistry scheme as they are not needed since the MCIP
RH-based clouds are calculated at all resolutions and includes
parameterized clouds.
3. Results

In this section, we evaluate how model simulations with
different horizontal resolutions affect the development of fair-
a

c

Fig. 6. Westeeast cross section of sulfate aerosols (mg/m3) averaged over the northesouth d
MCIP clouds case, c) 0.5 km base case, and d) 0.5 km MCIP clouds case at 2000 UTC 7 July 20
column averaged over the innermost domain is shown above each figure.
weather cumulus clouds, the transport of pollutants through
clouds, and sulfur dioxide to sulfate aerosol conversion in clouds;
and then investigate the impact of varying horizontal resolution on
the development of the Chesapeake Bay breezes and the associated
advection of air pollutants.

3.1. Impact of fair-weather cumulus clouds

Fair-weather cumulus clouds, which play a role in converting
sulfur dioxide to sulfate aerosols, developed during the afternoon of
7 July 2007. A Geostationary Operational Environmental Satellite
(GOES) visible image at 2000 UTC is shown in Fig. 2 and the average
total cloud water content used in CMAQ’s aqueous phase chemistry
scheme from the 13.5 and 0.5 km resolution base and MCIP clouds
simulations are compared in Fig. 3. The cloud properties from the
MCIP clouds simulations better agree with satellite observations,
while the base case simulations underestimate the spatial coverage
b

d

irection covering the area of the 0.5 km domain for the a) 13.5 km base case, b) 13.5 km
07. Fair-weather cumulus clouds are present at this time. The surface to 500 hPa sulfate
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of clouds. The 13.5 km resolution simulation is unable to resolve
small, fair-weather cumulus clouds, as expected, and tends to
produce smooth cloud fields, e.g., as shown by a single cloud system
in Fig. 3a. RH maps from the 0.5 km resolution WRF simulation
show many moist bubbles at 750 and 800 hPa (Fig. 4), two levels
where fair-weather cumulus clouds are found. In these regions of
high RH, water vapor is close to condensing to form clouds. The
large spatial differences between Figs. 3c, 3d, 4a, and 4b show the
sensitivity of model calculated fair-weather cumulus clouds to
small variations in RH. These differences illustrate the difficulties
involved in accurately diagnosing cloud properties in numerical
models. The short spin-up time (8 h) may also contribute to the
biases in model cloud cover. It can be seen from Fig. 5 that the MCIP
clouds simulations have larger cloud fractions and average total
cloud water content at all resolutions than in the base case. As the
model resolution increases in the base case, the cloud fraction over
the innermost domain on 7 July and 9 July decreases, and the clouds
that do form have lower total water content (Fig. 5).

The simulated sulfur dioxide is compared to surface measure-
ments from the EPA’s Air Quality System (AQS) at two locations. The
observed 24 h average sulfur dioxide concentrations from 1200 UTC
7 July to 1200 UTC 8 July at Beltsville, MD (39.06�N, 76.88�W) and
Essex, MD (39.31�N, 76.47�W) are 2.01 and 2.45 ppbv, respectively.
The model ground-level sulfur dioxide and sulfate aerosol
concentrations for the base and MCIP clouds cases are shown in
Fig. 8. 2 m temperature (K) and 10-m wind speeds for the a) 13.5, b) 4.5, c) 1.5, and
Table 1 for Beltsville and Table 2 for Essex. The CMAQ simulations
have a high bias in sulfur dioxide at the measurement sites at all
resolutions at both sites and for both the base and MCIP clouds
cases. The higher resolution simulations have larger median SO2
concentrations than the 13.5 km simulations around Essex because
the higher resolution runs simulate stagnation downwind of
emissions sources southeast of Essex causing pollution to accu-
mulate. Observed median and 10th and 90th percentile sulfur
dioxide concentrations for the month of July 2007were 1.1, 0.2, and
4.2 ppbv, respectively at Beltsville and 3, 1, and 9 ppbv, respectively
at Essex. It can be seen from Tables 1 and 2 that mean sulfur dioxide
concentrations in the MCIP clouds simulations are slightly lower
(1e6%) and sulfate concentrations are higher (7e20%) than the base
case simulated sulfur dioxide and sulfate. More clouds in the MCIP
clouds case cause more sulfur dioxide to be converted to sulfate
aerosols. Since the PBL is well mixed, many sulfate aerosols formed
in clouds aloft are transported downward to the surface.

Fig. 6 displays west-east cross sections of sulfate aerosols aver-
aged over the north-south direction covering the innermost
domain at 2000 UTC 7 July when fair-weather cumulus clouds are
present in the 13.5 and 0.5 km resolution base and MCIP clouds
simulations. It can be seen that more sulfate aerosols are present in
the 0.5 km simulation. Even though the cloud fraction is lower and
the liquid water content of clouds that do form is lower in the
0.5 km base case simulation than in the 13.5 km base case
d) 0.5 km horizontal resolution simulations at 1400 UTC (0900 EST) 9 July 2007.
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simulation, more sulfur dioxide is being converted to sulfate
aerosols in the 0.5 km resolution simulation. Apparently, higher
resolution simulations cause more sulfur dioxide to be transported
vertically into the clouds where it is converted to sulfate aerosols,
and as expected, updrafts occur preferentially under clouds.
Updraft speeds also increase as the resolution increases. At 2000
UTC 7 July the 4.5, 1.5, and 0.5 km resolution base case simulations
averaged over the innermost domain have mass fluxes at 910 hPa
that are 1.8, 7.5, and 20.3 times larger than the 13.5 km base case
mass flux; these updraft calculations include vertical advection but
not vertical diffusion. As expected, the SO2 to sulfate conversion
rates are also sensitive to cloud amount. Sulfate aerosols change
noticeably between the MCIP clouds and base cases. More sulfate
aerosols are present in the MCIP clouds case simulations due to the
presence of more clouds(Fig. 6).

Sixteen hours later (i.e., at 1200 UTC 8 July), there is noticeably
less sulfur dioxide present at higher resolutions (Fig. 7). Specifically,
the surface to 215 hPa sulfur dioxide columns at 1200 UTC 8 July,
averaged over the innermost domain for the 4.5, 1.5 and 0.5 km
resolution base case simulations are 14, 21, and 23% smaller than
that from the 13.5 km resolution base case simulation (Fig. 7).
However, differences in the amount of sulfate aerosols between the
base and MCIP clouds simulations are small. The base case sulfate
column of the 4.5 km simulation is 3% larger than in the 13.5 km
Fig. 9. 2 m temperature (K) and 10 m wind speeds for the a) 13.5, b) 4.5, c) 1.5, and
simulation, while the 1.5 and 0.5 km simulations’ sulfate columns
are 4% smaller.

Net flux of total sulfur (sulfur dioxide, sulfate aerosols, and
sulfuric acid) integrated over the vertical extent of the model into
and out of the area of the innermost domain for each simulation
will now be analyzed to examine why the column content sulfur
dioxide decreases as the horizontal resolution increases. While all
of the CMAQ simulations have a net flux of total sulfur out of the
area during the first 24 h of simulations, due partly to sulfur from
emissions in the innermost domain being transported out of the
domain, the magnitude of the net outward flux increases as the
resolution increases. When integrating over the depth of the model
the 4.5, 1.5, and 0.5 km resolution simulations have 52, 68, and 70%
more sulfur leaving the area than the 13.5 km resolution.

There is a net import of sulfur in the PBL and a net export in the
free troposphere. As the model resolution increases, more sulfur is
transported aloft and vented out of the PBL to the free troposphere
where winds are stronger causing the pollutants to be transported
downwind more quickly. Fig. 7 shows that as the resolution
increases, sulfur dioxide integrated from the surface to 215 hPa
within the innermost domain decreases due to more sulfur dioxide
being converted to sulfate aerosols and more being transported out
of the area of the innermost domain. Also, the MCIP clouds simu-
lations have less column integrated sulfur dioxide than the base
d) 0.5 km horizontal resolution simulations at 1900 UTC (1400 EST) 9 July 2007.



C.P. Loughner et al. / Atmospheric Environment 45 (2011) 4060e40724068
case simulations due to the presence of more clouds, which causes
more sulfur dioxide to be oxidized to form sulfate aerosols.
Fig. 11. Ozone (ppbv) time-series at Edgewood, MD from AQS measurements and the
13.5, 4.5, 1.5, and 0.5 km resolution simulations at the lowest model level from 1200
UTC 7 July to 1200 UTC 10 July 2007.
3.2. Impact of the Chesapeake Bay breezes

Coarser resolution model simulations are unable to capture
large abrupt changes in surface characteristics, such as land-water
boundaries of fronts. In the early morning of 9 July 2007, the
synoptic-scale winds were westerly. By mid-morning (i.e., at 1400
UTC or 0900 EST), stagnation is present in the northern Chesapeake
Bay (downwind of Baltimore, MD) in the 4.5, 1.5, and 0.5 km
resolution simulations (Fig. 8) as a result of the wind direction
changing from a westerly to southeasterly direction as the bay
breeze sets up (Fig. 9). This stagnation allows ozone and ozone
precursors to accumulate east of Baltimore and Washington, DC
over the bay. The 13.5 km resolution simulation, however, does not
generate stagnation over the bay and produces aweaker bay breeze
that starts later due to a smaller temperature gradient along the
coastline. Instead, the winds over the northern Chesapeake Bay in
the 13.5 km resolution simulation shift from a westerly to
Fig. 10. 8 h maximum ozone concentrations (ppbv) from a) EPA’s Air Quality System (AQS) observations and the b) 13.5, c) 4.5, d) 1.5, and e) 0.5 km horizontal resolution
simulations at the lowest model level on 9 July 2007. The white lines depict state borders and coastlines.
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southwesterly direction by mid-morning. By mid-afternoon, the
winds at all resolutions shift to a southerly direction. At 1900 UTC, it
can be seen that as the resolution increases, the bay breeze
increases in strength, and its convergence zone pushes farther
inland (Fig. 9). The area of land grid boxes with easterly winds at
1900 UTC near the surface between 76.5e76.25�W and
38.5e39.5�N for the 13.5, 4.5, 1.5, and 0.5 km resolution domains
are 182, 851, 1040, and 1087 km2, respectively.

Air quality was poor on 9 July 2007, and mean ozone concen-
trations from all of the CMAQ simulations agree well with EPA’s
AQS observations at 30 sites in the innermost domain (see Fig. 10).
The 8 h maximum ozone concentrations for the 13.5 and 4.5 km
resolution simulations have mean low biases of 1.9 and 1.3 ppbv,
respectively, whereas the 1.5 and 0.5 km simulations have mean
high biases of 0.56 and 1.0 ppbv, respectively. A notable improve-
ment in the centered root mean squared error is obtained as the
resolution increases from 13.5 to 4.5 km. The centered root mean
squared error of the 8 h maximum ozone is 9.60, 6.92, 6.77, and
6.92 ppbv for the 13.5, 4.5, 1.5, and 0.5 km simulations, respectively.

The highest 8 h maximum ozone measured on 9 July in the
innermost domain occurred at Edgewood, MD (39.4�N, 76.3�W),
the northeastern-most measurement point depicted in Fig. 10a
Fig. 12. Ozone concentrations (ppbv) from a) AQS observations and the b) 13.5, c) 4.5, d) 1.5,
July 2007. The white lines depict state borders and coastlines.
located on the northern coast of the Chesapeake Bay. Its value was
114 ppbv while the model simulates 8 h maximum concentrations
of 75, 91, 92, and 96 ppbv at 13.5, 4.5, 1.5, and 0.5 km resolution,
respectively. The low bias may be partially due to a low bias in
emissions. Projected 2009 emissions are used, which may contain
emissions controls, or emissions reductions, which had not been
implemented by July 2007. A time series of ozone observations and
model results at Edgewood shows that the model has a low bias
during the day on 9 July at all resolutions with the 13.5 km reso-
lution simulation performing the worst (Fig. 11). The high bias at
night may be attributed to the dry deposition velocity of pollutants
being too slow in CMAQ. Y. Choi (personal communication) found
that adjusting the aerodynamic resistance with improved forest
canopy heights increases dry deposition velocity and brings CMAQ
into better agreement with observations in the Northeastern US.
While the increased ozone dry deposition velocities improved
CMAQ simulated ozone in the Southeastern US, a high bias still
remained (Y. Choi, personal communication). The high bias in the
southeast correspondedwith a high bias in formaldehyde andmore
NOx sensitive regions than observations reveal, which may be due
to a high bias in biogenic emissions (Y. Choi, personal communi-
cation). The 4.5, 1.5, and 0.5 km resolution simulations come into
and e) 0.5 km horizontal resolution simulations at the lowest model level at 1900 UTC 9
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better agreement with the observations at Edgewood on 9 July
because they simulate mid-morning stagnation over the northern
Chesapeake Bay causing pollutants to accumulate, a late-morning
bay breeze causing pollutants to converge over Edgewood, and
afternoon advection by southerly winds causing additional ozone
that had built up over the bay to be transported to Edgewood
(Fig. 12). The 13.5 km resolution simulation does not produce a bay
breeze convergence zone over Edgewood.

The 13.5 km CMAQ simulation has higher 8 h maximum ozone
concentrations near the surface over the Chesapeake Bay than over
land (Fig. 10) even though less stagnation is present over the bay
during the morning in the 13.5 km resolution simulation (Fig. 8).
The early morning stagnation seen in the higher resolution runs
causes localized high concentrations over the bay. However,
concentrations decrease later in the day as the bay breeze trans-
ports the pollutants northward and as it limits the west to east
transport across the coastline. Since the simulated bay breeze is
weaker at 13.5 km, more pollutants flow near the surface over the
bay where the PBL is shallow over the cool water surface. In addi-
tion, it appears that more pollutants are directly emitted over the
bay in coarser resolution simulations due to the failure to properly
resolve the coastline. Emissions in a grid cell that straddle the
coastline can appear to be emitted over the water, but in reality
they are emitted over land. Fig. 13 depicts a westeeast cross section
of CO for the 13.5, 4.5, 1.5, and 0.5 km resolution base case simu-
lations at 1900 UTC 9 July, in which the coastline is located at
76.42�W. The cross section is located at 39.1�N, which includes the
area of high ground-level ozone concentrations between Wash-
ington, DC and Baltimore, MD in the 0.5 km resolution simulation.
One can see that the 0.5 km resolution model run simulates
a stronger bay breeze that inhibits pollutants from being trans-
ported eastward over thewater near the surface. Instead, pollutants
are lofted and then transported eastward. The high resolution
simulation shows a local maximum in CO mixing ration near the
top of the PBL, as has been observed for CO and O3 in this area
(Castellanos et al., in press; Taubman et al., 2006). Pollutants lofted
a

c

Fig. 13. Westeeast cross section of carbon monoxide (ppbv) passing between Washington
domains at 1900 UTC 9 July 2007. The coastline of the Chesapeake Bay is located at �76.42� lo
produced near the top of the boundary layer has been observed in aircraft profiles (Castell
out of the PBL have a longer lifetime and greater range of influence.
The lofting associated with the bay breeze causes lower pollutant
concentrations near the surface over the water in the higher
resolution simulations (Fig. 10). The simulated maximum 8 h
surface ozone concentrations over the Chesapeake Bay on 9 July are
116, 105, 105, and 106 ppbv for the 13.5, 4.5, 1.5, and 0.5 km reso-
lution simulations, respectively. Even though the bay breeze
increases in strength with increasing resolution, the bay breezes in
the 4.5 and 1.5 km resolution simulations are strong enough to
prevent pollutants emitted over land in the afternoon from being
transported over the water near the surface similar to the 0.5 km
resolution simulation. This results in similar maximum 8 h ozone
concentrations over the water. The mean 8 h maximum ozone
concentrations over land between 77.25e76.25�N and 38.5e39.5�N
are 83.7, 82.4, 82.4, and 84.1 ppbv, and the mean 8 h maximum
ozone concentrations over water with the same boundaries are
105.0, 96.4, 94.0, and 94.2 ppbv for the 13.5, 4.5, 1.5, and 0.5 km
resolution domains, respectively. As the resolution increases, 8 h
maximum ozone concentrations increases near the bay breeze
convergence zone and decrease over the entire Chesapeake Bay.

4. Discussion

In previous studies, CMAQ has shown a weakness in modeling
partly cloudy sky conditions (Mueller et al., 2006) and the sulfur
budget (Hains, 2007; Mueller et al., 2006). This work shows we
can improve on these problems by using diagnosed clouds that
agree with observations and by increasing the model resolution.
CMAQ’s aqueous chemistry scheme and photolysis scheme
generate dramatically different cloud cover. These cloud proper-
ties need to be harmonized. For this particular case the photolysis
scheme’s clouds agree better with observations than the aqueous
chemistry scheme’s clouds. Simulations using the photolysis
scheme’s clouds in the aqueous chemistry scheme result in more
sulfur dioxide oxidizing to form sulfate aerosols due to more
clouds present.
b

d

, DC and Baltimore, MD at 39.1� latitude for the a) 13.5, b) 4.5, c) 1.5, and d) 0.5 km
ngitude and is marked with a vertical black line. The local maximum in COmixing ratio
anos et al., in press; Taubman et al., 2006).
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As resolution increases, more vigorous convective vertical
mixing occurs in the PBL and between the PBL and free tropo-
sphere. Faster vertical mixing in the presence of fair-weather
cumulus clouds results in more sulfur dioxide transport into
clouds and more sulfate formation. More transport across the PBL
to the free troposphere allows pollutants to have a longer lifetime
and travel further downwind. The longer trace gases and aerosols
remain in the atmosphere, the larger the radiative, microphysical,
and climate impacts. Also, an increase in pollutant transport
exacerbates air pollution downwind.

The bay breeze increases in strength as the resolution increases.
The 13.5 km resolution simulation does not capture the bay breeze
and allows ground-level pollutants to cross the coastline. This
causes larger 8 h maximum ozone concentrations over the water
and lower concentrations inland near the bay breeze convergence
zone seen in finer resolution simulations and in observations. Even
though ozone concentrations differ near the bay breeze conver-
gence zone in the 4.5, 1.5, and 0.5 km simulations, a comparison of
error statistics between model simulations and observations indi-
cates that running CMAQ at a horizontal resolution of 4.5 km is
sufficient for modeling ground-level ozone in the vicinity of the
Chesapeake Bay. However, it should be noted that the 8 hmaximum
ozone concentrations near the convergence zone of the bay breeze
on thewestern shore of the Chesapeake Bay, which is not co-located
with an observational site, are sensitive to resolution equaling 93,
98, 101, and 107 ppbv for the 13.5, 4.5, 1.5, and 0.5 km simulations,
respectively. Due to the sparseness of observational sites, it is
difficult to prove that CMAQ simulations at resolutions greater than
4.5 km are more accurate at calculating ground-level ozone.

It is difficult to simulate or parameterize fine spatial scale
features, such as fair-weather cumulus cloud development and
a bay breeze, at a coarse resolution. However, it is impractical to run
model simulations at a horizontal resolution of 0.5 km for many
projects due to computational restraints. The results discussed
earlier can be used to help improve coarse model simulations. Even
though cloud fraction and liquid water content decreases with
increasing resolution in the base case simulations, the rate of SO2
oxidation increases with increasing resolution, due to more vertical
transport through clouds. Also, more pollutants are transported out
of the PBL to the free troposphere. These results suggest that the
vertical diffusion scheme for coarse simulations could be modified
to produce faster vertical transport to allow more pollutants to be
transported into clouds and across the top of the boundary layer.

In order to simulate a bay, sea, or lake breeze at resolutions
coarser than 4.5 km, a bay, sea, or lake breeze parameterization
needs to be developed. Otherwise, finer horizontal resolutions are
needed along coastlines. This can be accomplished with nested
simulations along coastlines or a stretched grid with the resolution
increasing as the distance from the coastline decreases.

5. Conclusions

In this study, CMAQ simulations at 13.5, 4.5, 1.5, and 0.5 km
horizontal resolution are performed using the corresponding
meteorological modeling results. Results show that more sulfur
dioxide is converted to sulfate aerosols as the resolution increases
when fair-weather cumulus clouds are present. Even though for the
base case simulations there are fewer clouds in the higher resolu-
tion simulations,more pollutants are transported vertically through
clouds causing more sulfur dioxide to be converted to sulfate
aerosols. Also, in higher resolution simulations more pollutants are
vented out of the PBL to the free troposphere, where winds are
faster, and transported downwind at a faster rate.

CMAQ uses one method to diagnose clouds for aqueous chem-
istry calculations and another for photolysis rates. For this
modeling scenario, use of the photolysis scheme’s clouds in both
the photolysis and aqueous chemistry schemes leads to better
agreement with GOES visible satellite observations. Simulations
using the photolysis scheme’s clouds in the aqueous chemistry
scheme displays an increase in sulfur dioxide oxidation due to the
presence of more fair-weather cumulus clouds, showing the
importance of accurately modeling the spatial coverage of fair-
weather cumulus clouds in order to accurately model sulfate
aerosol concentrations.

Our results indicate that higher resolution simulations are more
capable of simulating horizontal temperature gradients that can
cause a bay breeze to form and impact the transport of pollutants.
The 4.5, 1.5, and 0.5 km WRF-UCM simulations produce a Ches-
apeake Bay breeze that starts sooner and is stronger throughout the
day than the 13.5 km resolution simulations. This results in less
pollutants being transported near the surface over the Chesapeake
Bay and instead being transported aloft. Simulations at 4.5, 1.5, and
0.5 km resolution produce higher and more realistic 8 h maximum
ozone concentrations at locations near the Bay Breeze convergence
zone (e.g., Edgewood) and lower concentrations near the surface of
the Chesapeake Bay.
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